Research Ethics III: Publication Practices and Authorship, Conflicts of Interest, and Research Misconduct

SUPPLEMENT

Purpose: In this series of articles—Research Ethics I, Research Ethics II, and Research Ethics III—the authors provide a comprehensive review of the 9 core domains for the responsible conduct of research (RCR) as articulated by the Office of Research Integrity. Method: In Research Ethics III, they review the RCR domains of publication practices and authorship, conflicts of interest, and research misconduct. Whereas the legal definition of research misconduct under federal law pertains mainly to intentional falsification, fabrication, and plagiarism, they discuss a host of research practices that raise ethical concerns. Conclusions: The integrity of the scientific record—its accuracy, completeness, and value—ultimately impacts the health and well-being of society. For this reason, scientists are both entrusted and obligated to use the highest standards possible when proposing, performing, reviewing, and reporting research or when educating and mentoring new investigators.
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In Research Ethics III, as a companion to our three-part literature review, we provide readers with the Office of Research Integrity (1992) definitions of each domain—publication practices and responsible authorship, conflicts of interest and commitment, and research misconduct. As in Research Ethics I and Research Ethics II (Horner & Minifie, 2011a, 2011b), we attempt to heighten readers’ appreciation for past controversies and successes, as well as present challenges by citing the work of scientists, ethicists, and legal scholars. In the present article, we review selected empirical work to demonstrate the scope of contemporary problems and to illustrate the importance of the responsible conduct of research (RCR) to faculty and students engaged in the biomedical and behavioral sciences. In Ingham and Horner’s (2004) article published in The ASHA Leader (http://www.asha.org/Publications/leader/2004/040316/f040316c.htm), readers can access hypothetical cases pertinent to Communication Sciences and Disorders. We close by encouraging readers to adhere to publication guidelines and conflict of interest policies and regulations, and to avoid practices that deviate from scientific norms, notably those practices that qualify as scientific misconduct under federal law—falsification, fabrication, and plagiarism.

Publication Practices and Responsible Authorship

The Office of Research Integrity (2000) defined the scope of these overlapping topics:
The purpose and importance of scientific publication, and the responsibilities of the authors. Includes topics such as collaborative work and assigning appropriate credit, acknowledgments, appropriate citations, repetitive publications, fragmentary publication, sufficient description of methods, corrections and retractions, conventions for deciding upon authors, author responsibilities, and the pressure to publish. (p. XX)

Disputes among authors “have become part of the culture of scientific publication” (Barrett, Funk, & Macrina, 2005, p. 194) and correlate with several factors: (a) the prevalence of multi-authored papers (Claxton, 2005b); (b) the number of senior authors on multi-author papers (Drenth, 1998); (c) the number of scientists holding PhDs—increasing from 40,600 in 1975 to 93,000 in 1997 (National Research Council, 2000, p. 18; see also Garrison, Gerbi, & Kincade, 2003); and (d) the number of publications—increasing from 174,638 in 1966 to 529,983 in 2002 (Claxton, 2005b). Disputes about authorship and publication credit raise questions about collegiality and trust among collaborators, and about the ethical and legal norms surrounding creative works. However, the Office of Research Integrity does not consider authorship and publication credit disputes to be “plagiarism,” a form of scientific misconduct under federal rules (Office of Research Integrity [ORI], 1994), because they do not constitute “the theft or misappropriation of intellectual property and/or the substantial unattributed textual copying of another’s work” (Dahlberg, 2007, p. 4). In his 2007 article, Dahlberg (the director of the Division of Investigative Oversight at the Office of Research Integrity) was careful to point out that both journals and institutions are free to impose stricter standards than the Office of Research Integrity.

Publication Standards

The International Committee of Medical Journal Editors (ICMJE; 2010) revised their guidelines entitled Uniform Requirements for Manuscripts Submitted to Biomedical Journals: Writing and Editing for Biomedical Publication (see also Davidoff et al., 2001).

ICMJE authorship standards. The ICMJE Uniform Requirements (2010) include the central concept that “an ‘author’ is generally considered to be someone who has made substantive intellectual contributions to a published study” (p. 2). The ICMJE Uniform Requirements stipulate the following:

Authorship credit should be based on 1) substantial contributions to conception and design, acquisition of data, or analysis and interpretation of data; 2) drafting the article or revising it critically for important intellectual content; and 3) final approval of the version to be published. Authors should meet conditions 1, 2, and 3. (p. 2; see also Hoey, 2000)

Other ICMJE standards. The ICMJE Uniform Requirements stipulate the (a) responsibilities of editors and peer reviewers; (b) strategies for identifying and managing potential conflicts of interest (regarding authors’ commitments, project support, editors, journal staff, and reviewers); (c) importance of privacy and confidentiality of study participants, authors, and reviewers; (d) rules regarding protection of human subjects and animals; and (e) need to publish negative studies, corrections, and retractions. The ICMJE Uniform Requirements also provide practical advice about copyright, overlapping publications (duplicate, redundant, and secondary), and other matters related to publication ethics.

Other publication ethics resources. Other valuable publication ethics guidelines can be found in the Publication Manual of the American Psychological Association (2001, 2010) and the American Medical Association Manual of Style (2007), as well as on the Web site of the Committee on Publication Ethics (Guidelines on Good Publication Practice, 2000 and The COPE Report, 2005). See also Horner & Minifie, 2011b, “Research Ethics II: Mentoring, Collaboration, Peer Review, and Data Management and Ownership,” Table 1, for a list of publication manuals with ethics guidelines. Claxton (2005b) provided an informative review of appropriate publication practices (Table 2, p. 39) and an inventory of authorship guidelines from a sample of journals, such as The Lancet and the Journal of the American Medical Association (JAMA; Table 3, p. 40).

Publication Problems

Unfortunately, some authors either are not aware of authoritative guidelines or do not use them. For example, in their study, Barrett et al. (2005) surveyed about 400 postdoctoral fellows and found that only about half were aware of, and using, authorship and publication guidelines (p. 196).

Empirical work in the domain of “publication practices and responsible authorship” has identified several types of problems, including coercion authorship, mutual admiration authorship, gift authorship, ghost authors, and duplicate productions (Claxton, 2005b; Strange, 2008; Yank & Barnes, 2003). In pharmaceutical research, ghost-writing and guest authoring are prevalent (Blumsohn, 2006; Bodenheimer, 2000). Flanagan et al. (1998) surveyed 809 authors of three large and three small circulation peer-reviewed journal articles, and found that 156/809 (19%) had evidence of honorary authors, and 93/809 (11%) ghost authors. They, like Barrett et al. (2005), concluded that authors are either unaware of or disregard publication ethics guidelines. Huth (1986a, 1986b) examined divided and repetitive publications, which he considered to be examples of irresponsible authorship. Fox (1994) suggested that
publication breaches may persist due to the reluctance of reviewers or editors to take action (see also Shamoo & Resnik, 2003).

Irresponsible authorship and other practices are a major problem for journal editors. For example, in the first year in his role as scientific integrity advisor for Neurology, Daroff (2005) found that allegations of plagiarism, theft or misappropriation of others’ work, and self-plagiarism, a copyright violation (see also Bilic-Zulle, Azman, Frkovic, & Petrovecki, 2008; Bouville, 2008; Dahlberg, 2007), were the most frequent allegations. However, Daroff observed, “In no instance did we find the authors to be dishonest, but rather either sloppy, or ignorant of the ‘rules’” (p. 589). In his 2007 report, Daroff found that 18 of 8,664 submissions raised concerns, but only four were judged to be examples of scientific misconduct or a breach of publication ethics. He attributed these problems to “author naivety, sloppiness, and the ambiguities involved in what may constitute self-plagiarizing” (p. 1842; see also Dahlberg, 2007; Strange, 2008).

Benos et al. (2005) examined the publications programs of the American Physiological Society. Between

<table>
<thead>
<tr>
<th>Table 1. Definition of research misconduct: Fabrication, falsification, and plagiarism.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sec. 93.103 Research misconduct</td>
</tr>
<tr>
<td>Research misconduct means fabrication, falsification, or plagiarism in proposing, performing, or reviewing research, or in reporting research results.</td>
</tr>
<tr>
<td>(a) Fabrication is making up data or results and recording or reporting them.</td>
</tr>
<tr>
<td>(b) Falsification is manipulating research materials, equipment, or processes, or changing or omitting data or results such that the research is not accurately represented in the research record.</td>
</tr>
<tr>
<td>(c) Plagiarism is the appropriation of another person’s ideas, processes, results, or words without giving appropriate credit.</td>
</tr>
<tr>
<td>(d) Research misconduct does not include honest error or differences of opinion.</td>
</tr>
<tr>
<td>Sec. 93.104 Requirements for findings of research misconduct. A finding of research misconduct made under this part requires that</td>
</tr>
<tr>
<td>(a) There be a significant departure from accepted practices of the relevant research community; and</td>
</tr>
<tr>
<td>(b) The misconduct be committed intentionally, knowingly, or recklessly; and</td>
</tr>
<tr>
<td>(c) The allegation be proven by a preponderance of the evidence.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. U.S. Public Health Service guidance for managing conflicts of interest.</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRBs, institutions, and investigators [should] consider whether specific financial relationships create financial interests in research studies that may adversely affect the rights and welfare of subjects.</td>
</tr>
<tr>
<td>Financial interests determined to cause a conflict of interest may be managed by eliminating them or mitigating their impact.</td>
</tr>
<tr>
<td>(1) Institutions engaged in [D]HHS conducted or supported human subjects research [should] consider... Establishing the independence of institutional responsibility for research activities from the management of the institution’s financial interests or establishing conflict of interest committees.</td>
</tr>
<tr>
<td>(2) Institutions engaged in human subjects research and IRBs that review [D]HHS conducted or supported human subjects research or FDA regulated human subjects research [should] consider whether establishing policies and procedures addressing IRB member potential and actual conflicts of interest as part of overall IRB policies and procedures would help ensure that financial interests do not compromise the rights and welfare of human research subjects.</td>
</tr>
<tr>
<td>(3) IRBs should consider the kind, amount, and level of detail of information to be provided to research subjects regarding the source of funding, funding arrangements, financial interests of parties involved in the research, and any financial interest management techniques applied.</td>
</tr>
<tr>
<td>(4) Investigators should consider including information in the informed consent document, such as [i] the source of funding and funding arrangements for the conduct and review of research, or [ii] information about a financial arrangement of an institution or an investigator and how it is being managed.</td>
</tr>
<tr>
<td>(5) Investigators should consider having another individual who does not have a potential or actual conflict of interest involved in the consent process, especially when a potential or actual conflict of interest could influence the tone, presentation, or type of information presented during the consent process.</td>
</tr>
</tbody>
</table>

In a thorough review and analysis of authorship, Strange (2008) described both the benefits and responsibilities of authorship, and the types of authorship abuse. He also offered recommendations for “minimizing or resolving authorship disputes” (Table 4, p. C572). Germaine to the discussion about authorship criteria and the contributorship model, he proposed that—to fulfill the ICMJE requirement of “substantial contribution”—all authors should meet two requirements: namely, they should (a) “participate in the drafting or revising of the manuscript for ‘important intellectual content’” and (b) “be able to take public responsibility for the contributions they have made to a paper” (Strange, 2008, pp. C569–C570).

Errata and Retractions

When significant unavoidable errors or misconduct occur, published articles should be retracted, and future citation of retracted articles should be avoided. Cokol, Iossifov, Rodriguez-Estaban, and Rzhetsky (2007) surveyed 9.4 million papers in the National Library of Medicine database, published between 1950 and 2004, and found that only 596 had been formally retracted. In an earlier work about retraction presented at the Third International Congress on Peer Review in Biomedical Publication (September 1997, Prague, published in a special issue of JAMA), Budd, Sievert, and Schultz (1998) searched Medline from 1966 to August 1997, and identified 235 retracted articles. The mean time from publication to retraction was 25.8 months; the majority of articles (190 of 235) were retracted by authors. Reasons for retraction were as follows: 86, due to misconduct or presumed misconduct; 91, due to significant reporting errors; 38, due to authors’ inability to replicate; and 20, for other reasons. The most striking result of this survey was the finding that “the 235 articles received a total of 2034 postretraction citations” (p. 297).

In 2007, Neale, Northrup, Dailey, Marks, and Abrams surveyed articles corrected or retracted between 1993 and 2001 after being named “in official findings of scientific misconduct” (p. 5). “As of May 2005, there were 5,393 citations to the 102 articles, with a median of 26 citations per article (range 0–592)” (Neale et al., 2007, p. 5). In 2008, Trikalinos, Evangelou, and Ioannidis analyzed 61 retracted articles in 21 top-cited journals. “In most cases (70%) the investigator implicated in the misconduct was the first author” (p. 466). They reported that among the articles that were eventually retracted, the median “survival time” was 28 months—22 months for junior researchers in contrast to 79 months for senior authors (p. 467). These data suggest that notices provided by the National Library of Medicine, as well as by the National Institutes of Health and the Office of Research Integrity, are not deterring authors from citing problematic research articles.

Sox and Rennie (2006) wrote, “Once someone identifies an article as fraudulent, the scientific community has two duties: (a) to warn scientists to ignore the article and (b) to prevent further pollution [of scientists’ search for truth] by scientists who inadvertently cite the article” (p. E7). They reviewed the case of Eric T. Poehlman, PhD from the perspective of the Annals of Internal Medicine, in which one of Poehlman’s 10 fraudulent articles had
been published. (The University of Vermont’s and the Office of Research Integrity’s investigations, and the subsequent civil and criminal actions and penalties, are reviewed by Dahlberg and Mahler, 2006; see also Kinitisch, 2005; Sharav, 2006; United States of America, ex rel. Walter F. DeNino v. Eric T. Poehlman, 2005; United States of America v. Eric T. Poehlman, 2005a, 2005b.)

According to Sox and Rennie (2006), the tasks of investigating misconduct, correcting the scientific literature, and preventing or mitigating the effects of misconduct are shared responsibilities. As a result of their analysis, they called on editors to (a) call for an investigation (by the home institution) if they suspect misconduct, (b) retract tainted articles, (c) correct articles tainted by having cited the fraudulent article, and (d) publish an account of research misconduct affecting the journal. In addition, Sox and Rennie implored citing authors to check each citation, before submitting an article for peer review, to be sure it has not been retracted (see also Cowell, 2000; Strange, 2008).

Trikalinos et al. (2008) offered this insight: “A fraudulent article looks much the same as a nonfraudulent one. Thus, it would be unfair to claim that misconduct is a failure of the peer-reviewers and journal editors. Even blatant papers of falsification may require careful scrutiny to be revealed” (p. 469). In a similar vein, Marusic, Katavic, and Marusic (2007) opined, “Editors are not, could not, and should not be the policing force of science and the scientific community, but they can contribute to research integrity and ensure the trust of the public by enforcing their major responsibility—the integrity of the published record of science” (pp. 551–552).

In summary, breaches of publication ethics undermine the integrity of the research record. Preventing or remedying these types of problems requires multiple strategies. Fox (1994) emphasized that publication ethics is both an individual and institutional responsibility. Huth (1988a, 1988b) called on a more active role by scientific societies and editors, while Marusic et al. (2007), Sox and Rennie (2006), and Trikalinos et al. (2008) emphasized that the integrity of the scientific record is a responsibility shared by all stakeholders. Budd et al. (1998) and Sox and Rennie warned authors not to use retracted papers. Rennie et al. (1997) and Frazzetto (2004) recommended using the contributorship method for determining authorship, establishing an open peer review system, encouraging postpublication updating of meta-analyses, and facilitating postpublication review by readers. Cokol et al. (2007) recommended wider use of electronic and open access publishing because these methods “improve[-] the self-correction of science by making scientific publications more visible and accessible” (p. 423), and Strange (2008) recommended ways to avoid or mitigate authorship abuses.

In closing, responsible authorship is a shared responsibility among research investigators, reviewers, and editors, but authors are ultimately responsible for the integrity of their work, human subjects protections, and compliance with regulations. Individuals should be authors if, and only if, they have contributed substantially to the work. To avoid authorship disputes and other publication mishaps, authors are advised to adhere to authoritative publication guidelines, institutional policies, and editorial guidelines for specific journals. The literature suggests that journals should assess the clarity and rigor of their publication and authorship policies, should encourage readers to engage in post-publication review of papers, and might want to consider appointing a “scientific integrity advisor” as Neurology has done. Many believe that education about publication practices is key to any effort to prevent breaches of publication ethics (see Ingham et al., 2011; Minifie et al., 2011).

Conflicts of Interest and Commitment

According to the Office of Research Integrity (2000), this RCR domain pertains to the following:

The definition of conflicts of interest and how to handle conflicts of interest. Types of conflicts encountered by researchers and institutions. Includes topics such as conflicts associated with collaborators, publication, financial conflicts, obligations to other constituencies, and other types of conflicts. (p. VIII.B.9)


Psychologists refrain from taking on a professional role when personal, scientific, professional, legal, financial, or other interests or relationships could reasonably be expected to (1) impair their objectivity, competence, or effectiveness in performing their functions as psychologists or (2) expose the person or organization with whom the professional relationship exists to harm or exploitation (Standard 3.06).

The American Medical Association (AMA) and its Council on Ethical and Judicial Affairs (CEJA) have been concerned about conflicts of interest in research for the past two decades (see American Medical Association [AMA], 1990, 2001; AMA Council on Ethical and Judicial Affairs [CEJA], 1999). Morin et al. (2002, Opinion E-8.0315), representing AMA’s CEJA, emphasized that “physicians should be mindful of the conflicting roles of investigator and clinician and of the financial conflicts of interest that arise from incentives to conduct trials and to recruit subjects” (see also Brennan et al., 2006).
**Types of Conflicts**

*Conflict of interest.* What is a conflict of interest? A conflict of interest arises when an investigator is tempted “to compromise professional judgment for financial or personal gain” (Werhane & Doering, 1997, p. 169). “Gifts of even minimal value carry influence” (Brennan et al., 2006, p. 431). Conflicts are unavoidable and vary in significance (Coyne, 2005), but because they have a natural tendency to create preconceptions and biases about, or otherwise influence the thinking and behavior of investigators and authors, it is essential that the conflicts are managed appropriately and transparently. Morin et al. (2002) explained:

In law, the term *conflict of interest* is used primarily in connection with fiduciaries. A fiduciary holds some form of power that is to be used for the benefit of another, based on specialized knowledge or expertise. The fiduciary relationship involves dependence, reliance, and trust and is held to the highest legal standard of conduct. (pp. 79–80)

According to Cohen (2001),

A conflict of interest exists whenever an individual or an institution has a primary allegiance that requires certain actions and, simultaneously, has a secondary interest that (1) could abrogate that primary allegiance and (2) is sufficiently tempting to raise a reasonable possibility that it might actually do so. (p. 210)

Competing or conflicting interests may involve commercial or financial interests, reputational interests, or simply conflicting commitments of time, expertise, energy, or interest. According to Werhane and Doering (1997), a conflict of interest involves situations in which “all interests may not, or in some cases, cannot, be realized simultaneously, and where choosing a financial or personal interest over a professional one may violate a code or norm, a promise or contract, or some other specific professional responsibility” (p. 169). Perlis, Harwood, and Perlis (2005) wrote, “Although there is no general consensus on a definition for conflict of interest in clinical trials, the concept is broadly understood to arise whenever an individual or organization pursues two competing, or not necessarily compatible goals” (p. 967).

*Conflict of commitment.* In contrast, *conflict of commitment* “refers to any conflict between two sets of professional obligations that cannot both be adequately fulfilled without compromising one’s judgment in fulfilling one or both of them” (Werhane & Doering, 1997, p. 174). The issue that is relevant to RCR is how scientists, authors, and institutions should manage conflicts to minimize their potential effects on scientists’ objectivity (Shamoo & Resnik, 2003), and, most important, how scientists should respond to conflicts of interest to assure that the interests of those who place their trust in the scientific enterprise are not compromised (Bradley, 2005; Emanuel, 2005; Klanica, 2005).

*Conflict of interest guidelines.* In 2003, the Association of American Medical Colleges’ AAMC Task Force on Financial Conflicts of Interest in Clinical Research produced two reports: *Protecting Subjects, Preserving Trust, Promoting Progress. I: Policy and Guidelines for the Oversight of Individual Financial Interest in Human Subjects Research* (2003a) and *Protecting Subjects, Preserving Trust, Promoting Progress. II: Principles and Recommendations for Oversight of an Institution’s Financial Interests in Human Subjects Research* (2003b). The Association of American Medical Colleges advocated a “principled partnership between industry and academia” not only to assure integrity of data but also to protect human participants (2003a, p. 228), and implored institutions to oversee financial conflicts of interest pertaining to human subjects research (2003b, p. 239; see also Alt-White & Pranulis, 2006; Broccoli & Klanica, 2006; Weinfurt, Dinan, et al., 2006).

On January 5, 2004, the National Institutes of Health published a final notice regarding *Scientific Peer Review of Research Grant Applications and Development Contract Projects*. This final rule stipulates the terms of recusal (§52h.5), and the difference between an appearance of conflict and a real conflict (§52h.2):

52h.2(b) *Appearance of a conflict of interest* means that a reviewer or close relative or professional associate of the reviewer has a financial or other interest in an application or proposal that is known to the reviewer or the government official managing the review and would cause a reasonable person to question the reviewer’s impartiality if he or she were to participate in the review. 52h.2(q) *Real conflict of interest* means a reviewer or a close relative or professional associate of the reviewer has a financial or other interest in an application or proposal that is known to the reviewer and is likely to bias the reviewer’s evaluation of that application or proposal. (pp. 275–276)

**Financial Disclosures**

The AMA examined conflicts of interest in biomedical research (1990) and in the conduct of clinical trials (Morin et al., 2002). The AMA’s VIIIth principle of medical ethics (2001) states: “A physician shall, while caring for a patient, regard responsibility to the patient as paramount.” To fulfill this ethic, disclosures of conflicts of interest in the research context are considered essential. In 1999, the AMA’s CEJA wrote this opinion:

Clinical investigators should disclose any material ties to companies whose products they are investigating, including financial ties, participation in educational activities supported by the companies, participation in other research projects funded by the companies, consulting arrangements, and any other ties. The
disclosures should be made in writing to the medical center where the research is conducted, organizations that are funding the research, and journals that publish the results of the research. An explanatory statement that discloses conflicts of interest should accompany all published research. (Opinion E-8.031, paragraph 3; see also Morin et al., 2002)


The PHS regulations require grantee institutions and contractors to designate one or more persons to review investigators’ financial disclosure statement describing their significant financial interests and ensure that conflicting financial interests are managed, reduced, or eliminated before expenditure of funds. (p. 26394; 42 C.F.R. §50.604(b); 45 C.F.R. §94.4(b))

The Public Health Service (2004) “recognizes the complexity of the relationships between government, academia, industry and others, and recognizes that these relationships often legitimately include financial relationships” (p. 26395). However, in response to concerns that some investigators’ financial interests may conflict with, and potentially affect, the rights and welfare of human subjects, the Public Health Service guidance document provided advice to Institutional Review Boards, institutions, and investigators. This guidance document was consistent with the National Bioethics Advisory Commission’s recommendations in Ethical and Policy Issues in Research Involving Human Participants (2001). See Table 1 for excerpts from the Public Health Service guidance document that capture the essential factors that Institutional Review Boards and investigators should consider when managing conflicts of interest.

As demonstrated by the regulations reviewed here, disclosure is the primary means by which conflicts of interest and conflicts of commitment are managed. Interestingly, the goals of disclosure are not necessarily clear. Weinfurt, Friedman, et al. (2006) explored the views of Institutional Review Boards, conflict of interest committees, and investigators, and found no consensus among them about the goals of disclosure. Nevertheless, Krimskey (2007) opined that when conflicts of interest are associated with certain types of behavior that deviate from the norms of science (e.g., ghostwriting, suppressing data, and falsifying credentials), failure to adhere to disclosure requirements could be—or, perhaps, should be—considered a form of research misconduct. For example, see Singer’s (2009) report in the New York Times about Senator Charles E. Grassley’s hearings about research misconduct and ghostwriting.

Conflicts for Clinical Investigators

Conflicts of interest involving the solicitation of, or participation by, research volunteers in clinical studies are especially important. Morin et al. (2002) wrote:

When the scientific alliance between investigators and their subjects appears to overlap with the therapeutic alliance that bonds physicians and their patients, trial participants may become confused about the goals of treatment that is experimental but resembles the care they ordinarily received. (pp. 79–80)

This so-called “therapeutic misconception” (Appelbaum, Roth, Lê, Benson, & Winslade, 1987; Kimmel, 2007; Miller & Joffe, 2006; Miller & Rosenstein, 2003) may be exacerbated if the informed consent process is incomplete or tainted in some way. For example, participants’ welfare might be compromised when doctors are given subject recruitment incentives, when investigators have intellectual property or equity interests (e.g., in the drug, device, or procedure being tested), when the research participant is decisionally compromised, or when the research participant is a student or employee (see Williams, 2006; see also Horner & Minifie, 2011a, “Research Ethics I: Responsible Conduct of Research [RCR]—Research Involving Human and Animal Experimentation”).

When an investigator is also the health care provider (a “double agent”; Angell, 1993), the investigator and the Institutional Review Board need to be particularly vigilant about disclosing conflicts of interests or commitments (Sollitto et al., 2003; Williams, 2006). Mindful of the fiduciary responsibilities of physicians, the World Medical Association’s Declaration of Helsinki (2008) states:

When seeking informed consent for participation in a research study the physician should be particularly cautious if the potential subject is in a dependent relationship with the physician or may consent under duress. In such situations the informed consent should be sought by an appropriately qualified individual who is completely independent of this relationship. (paragraph 26)

Impact of Conflicts

The literature provides empirical support for the influence of outside interests on investigators and authors. Several papers examined the relationship between conflicts of interest and research results; others examined conflict of interest policies; and others examined the influence of industry from the perspective of potential research participants and readers of the scientific literature.

Participants’ perceptions. Kim, Millard, Nisbet, Cox, and Caine (2004) explored potential research participants’
views regarding researcher and institutional conflicts of interest. Of 5,478 individuals surveyed, 64% felt that knowing about investigators’ conflict of interest was extremely or very important; 87% felt conflicts should be disclosed as part of the informed consent process. Respondents were interested in the name of the sponsor and whether the investigator received personal income, but not specific amounts; they appeared more interested in individual conflicts than institutional conflicts. Weinberg et al. (2008) surveyed potential research participants and found, first, participants were not surprised by the financial interests of investigators, and, second, did not differ in their willingness to participate relative to the different types of conflicts (e.g., per capita compensation, equity ownership).

Readers’ perceptions. Schroter, Morris, Chaudhry, Smith, and Barratt (2004) examined journal readers’ perceptions of the credibility of published research relative to three types of competing interests (none declared, financial, and grants). Respondents (522 of 882, 59%) were asked to apply four ratings to two papers: importance, relevance, validity, and believability. Readers rated papers that declared a financial interest as less credible than papers that declared no conflict, and readers also rated papers that declared a financial interest less valid than papers that declared support from grants. When conflicts of interest were disclosed, readers rated a paper about herpes zoster as less credible than a paper about doctors’ use of problem lists. Schrotter et al. concluded, “Both the type of competing interest and the contents of a study influence readers’ perceptions of the credibility of published research” (p. 743).

Alliances with the pharmaceutical industry. In a comprehensive analysis for The New England Journal of Medicine, Bodenheimer (2000) described the “uneasy alliance” between clinical investigators and the pharmaceutical industry due to the latter’s influence over trial design, data analysis, decisions about what to publish and when, and the use of professional ghostwriters as authors (see also Schulman et al., 2002). In 2004, Friedman and Richter examined the relationship between conflicts of interest and research results. Combining ICMJE with their own criteria, they found that between 16.6% and 32.6% of manuscripts had one or more author with a conflict of interest, and found a strong association between positive findings and whether a study had a conflict of interest as defined by ICMJE—for both all-treatment studies and drug studies alone.

Kelly et al. (2006) found that studies sponsored by a pharmaceutical company favored the drug of interest (78%) when compared with either unsponsored studies (48%) or studies sponsored by a competitor (28%; see also Kjaergard & Als-Nielsen, 2002; Perlis et al., 2005). Buchkowsky and Jewesson (2004) examined 500 pharmaceutical trials from high-impact journals. They observed an eightfold increase over 20 years in the number of industry-sponsored trials. Although most articles reported favorable outcomes for the drug being studied, these authors found no difference between industry-funded versus publicly funded trials. Their finding contrasts with the foregoing studies that found a greater likelihood of favorable outcomes for industry-funded trials (see also Lexchin, Beres, Djulbegovic, & Clark, 2003).

Medical schools’ policies. McCrarry et al. (2000) conducted a national survey of the policies of 235 medical schools on disclosure of conflicts of interest in biomedical research. They found substantial variability (see Table 1, p. 1623). They also found significant differences between medical schools and other research institutions (Table 2, p. 1624). Problems included variability across institutions, vagueness of definitions, lack of procedures for managing conflicts, and lack of accountability. Fifteen institutions had no policy, despite Public Health Service and National Science Foundation requirements. Not all institutions had policies for disclosures of conflicts of interest in published works, despite ICMJE’s Uniform Requirements (McCrarry et al., 2000).

Studdert, Mello, and Brennan (2004) reviewed ethical and legal aspects of academia–industry relationships, with a cautionary note in the article’s title, “Self-Regulation in the Shadow of Federal Prosecution.” They provided a comprehensive review of extant conflict of interest guidelines (see Table 1, pp. 1894–1897), suggested that the law should step in only when ethical norms fail to achieve the desired standard of conduct, and concluded that “government policing in this area is likely to intensify” (p. 1891). In contrast to Studdert et al., McCrarry et al. (2000) recommended a revision of federal guidelines to achieve uniformity, to require reporting of conflicts to federal agencies, and to require reporting not only to journal editors, but also to journal readers and research subjects (see also DeAngelis, Fontanarosa, & Flanagin, 2001). Stossel (2005) disagreed with a stringent regulatory approach stating, “Scandals are inevitable, and no rules will prevent them from occurring. Legislating integrity is impossible” (p. 1063). In a similar vein, Sharp and Yarborough (2006) challenged the “received view” that regulation and penalties are necessary to preserve the integrity of science. Instead, they argued that disclosure—transparency—is the key to managing conflicts.

In closing, conflicts of interest or conflicts of commitment have the potential to influence research outcomes and publication practices. Some believe that disclosure of conflicts is sufficient; others suggest that both individuals and institutions should be subject to tighter regulations to assure uniformity, to preserve research
participants’ trust, and to assure the integrity of the scientific record. In this era of academic–industry alliances, conflicts of interest are pervasive. As a result, both the community of scientists and federal oversight agencies need to be vigilant, but whether more regulation is required remains open to further examination.

Research Misconduct

Research misconduct, according to the Office of Research Integrity (2000), includes the following subtopics:

The meaning of research misconduct and the regulations, policies, and guidelines that govern research misconduct in PHS-funded institutions. Includes topics such as fabrication, falsification, and plagiarism; error vs. intentional misconduct; institutional misconduct policies; identifying misconduct; procedures for reporting misconduct; protection of whistleblowers; and outcomes of investigations, including institutional and Federal actions. (p. VIII.B.8)

Although research misconduct is considered to be relatively rare, the impact on science and society is significant. For cases and analyses, see Broad and Wade (1982); Claxton (2005a); Hamilton (1994, 1997); Hilts (1997); Jennings (2004); Redman, Templin, and Merz (2006); Roberts (1997); Shamo and Resnik (2003); Sox and Rennie (2006); Steneck (1994); Wendler (2004); Wenger, Korenman, Berk, and Liu (1998); and Woolf (1986). For analyses of federal misconduct regulations and other laws, see Goldner (1998); Kalb and Koehler (2002); Redman and Caplan (2005); Sherman (1995, 1997); and Steinberg (2000). For analyses about the causes of research misconduct, see Adams and Pimple (2005); Anderson, Ronning, de Vries, and Martinson (2007); Davis (2003); Davis, Riske-Morris, and Diaz (2007); Koppelman-White (2006); and Wright, Titus, and Cornelison (2008). For discussions about the sanctions and other consequences of research misconduct, see, for example, Janssen (2003) and Keranen (2006).

The Office of Research Integrity’s Web site provides institutional compliance guidelines and reports, model policies for managing misconduct allegations and protecting whistleblowers, summaries of cases, and notices of adverse findings against individual investigators. The Office of Research Integrity’s Annual Reports, policies, and RCR educational materials are published on the Office of Research Integrity’s Web site (http://www.ori.dhhs.gov).

Federal Definition of Research Misconduct

Over the past two decades, there has been controversy over the proper definition of research misconduct and the level of due process required for individuals against whom allegations have been made (Goldner, 1998; Mello & Brennan, 2003). High-profile cases and Congressional hearings in the 1980s brought these issues to national attention, and subsequent cases intensified the national concern about defining, reporting, and adjudicating research misconduct (see ORI’s Legal Concerns: Federal Court Decisions, n.d.; see also ORI, 1996a [Abbs]; ORI, 1996b [Imanishi-Kari]; Steinberg, 2000; Wilson, Schreier, Griffin, & Resnik, 2007). After years of deliberation and public comment, the National Science Foundation (2002) and the Public Health Service (2005) harmonized their definitions of research misconduct. The final Public Health Service policy appeared in the Federal Register on May 17, 2005 (see Table 2).

In May 1992, the National Institutes of Health’s Office of Scientific Integrity and Public Health Service’s Office of Scientific Integrity Review merged to form the Office of Research (1992; Price, 1994). Since 1992, the Office of Research has overseen research misconduct by requiring institutions to have policies in place, by conducting independent investigations, and by reporting its investigative findings in annual reports (Pascal, 2006).

Prevalence of Misconduct

Between 1974 and 1981, there were 12 cases of alleged misconduct in the United States (Benos et al., 2005; see also ORI’s Web site, n.d., About ORI—History). More recently, according to the Office of Research Integrity (2007), the numbers of new allegations were as follows: 86 (1993); 89 (1994); 104 (1995); 127 (1996); 92 (1997); 69 (1998); 89 (1999); 103 (2000); 127 (2001); 163 (2002); 136 (2003); 120 (2004); and 137 (2005a; Table 9, p. 38; see also Reynolds, 2004). Not all allegations warranted investigation under the federal rules of misconduct.

According to the Office of Research Integrity (2007), the number of actual new cases warranting at least a preinvestigatory inquiry were as follows: 77 (1993); 64 (1994); 81 (1995); 70 (1996); 64 (1997); 54 (1998); 63 (1999); 62 (2000); 72 (2001); 83 (2002); 105 (2003); 81 (2004); and 92 (2005a; Table 9, p. 38). The Office of Research Integrity (2007) reported that in 2006, it received 267 allegations, of which 22 were referred to other agencies, 174 were dismissed with no action, and 71 underwent a preassessment inquiry (p. 3). Of the 71 subject to an inquiry, 29 underwent formal investigations. During 2006, the Office of Research Integrity closed 35 cases that “resulted in sustained findings of research misconduct and PHS administrative actions against the respondent” (ORI, 2007, p. 3; case summaries are provided in the appendix to each annual report; see ORI, 2003, 2004, 2005a, 2006b, 2007). Parrish and Noonan (2009) provided a comprehensive review of the Office of Research Integrity cases in which image manipulation constituted research misconduct. In summary, the Office of...
Research Integrity enforces federal research misconduct regulations pertaining to intentional fabrication, falsification, and plagiarism during the proposing, performing, reviewing, or reporting of research results. The number of such cases has increased over the past several decades, but the actual prevalence of misconduct is unknown.

**Penalties for Research Misconduct**

Consequences for individuals found responsible for intentional misconduct can include article retraction (e.g., Daroff, 2005, citing Abbs, Hartman, & Vishwanat, 1996 [retraction]), private lawsuits (e.g., Abbs v. Sullivan, 1992; Berge v. University of Alabama, 1997; Phinney v. Verbrugge, 1997), adverse personnel actions by universities (Wenger et al., 1998), and administrative, civil, and criminal sanctions. Redman and Merz (2008) asked, “Do the punishments fit the crime?” and concluded, “Whether sanctions meted out across the scientific establishment are reasonable and fairly applied requires further study” (p. 775; see also Redman & Caplan, 2005).

**Administrative actions.** The Office of Research Integrity is empowered to take a number of administrative actions, including the following:

- Debarment from eligibility to receive Federal funds for grants and contracts, prohibition from service on PHS advisory committees, peer review committees, or as consultants, certification of information sources by respondent that is forwarded by institution, certification of data by institution, imposition of supervision on the respondent by the institution, submission of a correction of a published article by respondent, and submission of a retraction of a published article by respondent. (ORI Web site, n.d., *Handling Misconduct: Administrative Actions*)

**Publication of names.** The names of individuals found responsible for research misconduct are published by the Office of Research Integrity on its Web site, in the *Office of Research Integrity Newsletter*, and in the Federal Register. The Office of Research Integrity also enters names into two of its databases. The *Office of Research Integrity Annual Report 2006* (ORI, 2007) explained:

Individuals are entered into the PHS ALERT system when (a) PHS has made a finding of research misconduct concerning the individual, (b) the individual is the subject of an administrative action imposed by the federal government as a result of a determination that research misconduct has occurred, (c) the individual has agreed to voluntary corrective action as a result of an investigation of research misconduct, or (d) ORI has received a report of an investigation by an institution in which there was a finding of research misconduct concerning the individual and ORI has determined that PHS has jurisdiction. The PHS ALERT is not a public system. (p. 41)

In contrast,

When individuals in the PHS ALERT system have an ORI research misconduct finding made against them and/or have PHS administrative actions imposed on them, they are also listed on the PHS Administrative Actions Bulletin Board (AABB), a public system of records that may be accessed through the ORI website. (ORI, 2007, p. 42)

**Civil penalties.** In addition to the Office of Research Integrity administrative actions, misuse of federal funds resulting from false or fraudulent statements can lead to civil penalties under the False Claims Act (18 U.S.C. §1001 et seq., as amended, 1986; Sherman, 1995, 1997; Cantekin v. University of Pittsburgh, 1999; see Dahlberg & Mahler, 2006).

**Criminal penalties.** Finally, egregious misconduct is susceptible to criminal sanctions (Kalb & Koehler, 2002; Redman & Caplan, 2005). For example, *United States of America v. Eric T. Poehlman* (2005b) involved a scientist at the University of Vermont. He was found liable for falsifying data records, grant proposals, and 10 published articles, as well as obstructing the investigation. The Poehlman case represented “the first occasion that a research scientist was sentenced to a term of federal imprisonment for committing fraud in PHS-supported research” (ORI, 2007, p. 70; ORI, 2005b; see also Dahlberg & Mahler, 2006).

In a case involving conduct that caused harm to a human participant, Paul H. Kornak, former research coordinator at the Stratton Veterans Administration Medical Center, was found guilty of criminally negligent homicide and other crimes after he falsely stated the patient met inclusion and exclusion criteria for a cancer treatment study (ORI, 2006a, 2007; *United States of America v. Paul H. Kornak*, 2005). Another disturbing case is that of Anne L. Butkovitz, a pediatric study coordinator for a safety trial of a vaccine being conducted worldwide under the auspices of the Food and Drug Administration. Trial participants were 2, 4, and 6 months of age. Butkovitz was required to contact parents at specific intervals (7, 14, and 42 days after administration of the vaccine or placebo) to inquire about intussusception (blocked bowel syndrome) and other serious adverse events. According to the legal record, she did not contact parents, yet recorded (falsely) that she had contacted them, and reported (falsely) the absence of adverse events. She received a criminal penalty under the federal False Claims Act (18 U.S.C. §1001) and was permanently debarred by the Food and Drug Administration (Food and Drug Administration, 2006; *United States of America v. Butkovitz*, 2005).

**Improper Research Practices**

Adjudicated misconduct by the Office of Research Integrity is distinguishable from the actual—or
perceived—prevalence of misconduct, questionable research practices, or regulatory noncompliance. The latter data are captured in surveys of students, faculty members, and research investigators regardless of whether their research activities are federally funded. Swazey, Anderson, and Lewis (1993) surveyed faculty and students about misconduct, and found that both students and faculty had knowledge of plagiarism and data falsification by each other. They also found a high prevalence of other problems, such as misuse of institutional resources, inappropriate assignment of authorship of research papers, and reluctance to report misconduct or questionable practices due to fear of retaliation (Swazey et al., 1993). Altman (1994) explained that scientists’ reluctance to report perceived misconduct has been referred to as “structured silence” (attributing this characterization to Judith P. Swazey and her colleague Renee C. Fox).

Among faculty, the “publish or perish” culture of science and academic life (Woolf, 1986) may be a contributing factor to improper research practices (actual or perceived; Braxton & Bayer, 1994); among students, the competitiveness of the research and training environment may contribute to improper practices (Anderson, Louis, & Earle, 1994; Anderson, Ronning, et al., 2007). Davis (2003) suggested that cultural differences might play a role. Research by Wright et al. (2008) suggested that trainees’ levels of “stress” (p. 330) or “the absence of capable supervision and the lack of informal social interaction” among mentors and trainees (p. 334) might be causal factors. Anderson et al., in contrast, in a survey of 1,261 students across four disciplines, failed to find an association between research misconduct and “departmental structure or climate,” and attributed misconduct to “individual predilections or failures of judgment” (p. 343). Davis et al. (2007) examined individual, situational, organizational, structural, and cultural factors in 92 case files in which the Office of Research Integrity had found misconduct. Their cluster analysis revealed that several factors contribute to misconduct, including stressors, personality factors, and organizational climate.

Regardless of the reasons or explanations for research misconduct, and other serious deviations from the norms of science, some notable commentators regard the situation as “scandalous.” Lamenting the poor quality of medical research, Altman (1994), in BMJ, wrote, “We need less research, better research, and research done for the right reasons. Abandoning using the number of publications as a measure of ability would be a start” (p. 284). Wagena (2005), in the Journal of Medical Ethics, wrote about the unfair and unethical practice of misappropriation of authorship by senior faculty. Anderson (2007) urged scientists to adopt behavioral standards for research integrity, and Wester, Wilse, and Davis (2008) developed the Responsible Conduct of Research Measure in an attempt to quantify the likelihood of engaging in research misconduct or questionable research practices. Numerous other investigators have gathered empirical data to help determine the scope of the problem.

Impact of Research Misconduct and Improper Practices

In 2002, Steneck conducted a comprehensive review of integrity of publicly funded research. He asked, “How much does a case of misconduct in research actually cost the public in terms of wasted research dollars, of deceptive findings that mislead other researchers until the misconduct is discovered, and perhaps of negative impacts on patient health?” (p. 3). Steneck’s review suggested that actual misconduct as defined by federal law amounts to approximately 1 in 100,000 occurrences per year, but empirical studies suggest that intentional research misconduct rates may be much higher, and that other infractions not rising to the level of legally defined research misconduct are prevalent. Steneck also reported that (a) cheating in college may correlate with later research misconduct (see also Harding, Carpenter, Finelli, & Passow, 2004); (b) researchers are reluctant to report suspected misconduct; and (c) other “questionable research practices” (e.g., misuse of statistics, inaccurate citations, bias during in peer review, and duplicate publications) hover at prevalence rates at or above 10% (pp. 4–8).

Claxton (2005a) conducted a comprehensive review of research misconduct cases, and concluded that “fewer than 30 scientists published less than ~80 scientific papers per year out of over 400,000 (~0.02%) in the NIH funded or associated biomedical sciences containing information known to be fraudulent” (p. 23). After looking at PubMed retractions and Federal Drug Administration audits, and broadening his search to “scientifically inaccurate”—rather than scientifically fraudulent—articles, Claxton (2005a) attributed published errors to “poorly conceived or executed science, investigator bias or lack of understanding, or negligence” (p. 24; see also Claxton, 2005b).

Gardner, Lidz, and Hartwig (2005) surveyed authors from the Cochrane Database of Systematic Reviews who had published results of pharmaceutical clinical trials from 1998 to 2001 and achieved a 64% (322 of 504) response rate. Their survey instrument asked whether there “was fabrication or misrepresentation in the target publication,” whether “the author had participated in research involving misconduct during the past 10 years,” and “whether there was fabrication in the study in the past 10 years that they personally knew about.” Of the target articles, only two instances of misconduct (0.6%) occurred. However, 15 (4.7%) of the authors said they had participated in a project involving fabrication or misrepresentation as follows. Four had fabricated or falsified data; three had deleted data in an unjustified
way; three had reported the design in a deceptive or misleading way; four had reported the data in a deceptive or misleading way; five had interpreted the results in a seriously misleading manner; and two reported other problems (Gardner et al., 2005, Table 2, p. 248). One in six authors (56, or 17.4%) reported at least one problem in studies they knew about (Gardner et al., 2005, Table 3, p. 249). Gardner and colleagues extrapolated from their findings, and concluded:

- less than one clinical trial report in 100 “is characterized by fraud or misrepresentation,”
- “researchers have a meaningful chance of encountering misconduct during their careers,”
- “perhaps 10–15% would be exposed to such misconduct over a 50-year career,” and
- “40% or more of researchers would have personal knowledge of fraud or misrepresentation during a 30-year career.” (p. 250)

In a series of papers by Martinson and colleagues (Anderson, Horn, et al., 2007; de Vries, Anderson, & Martinson, 2006; Martinson, Anderson, Crain, & de Vries, 2006; Martinson, Anderson, & de Vries, 2005), the prevalence of self-reported awareness of, or involvement in, research misconduct received further empirical support. Martinson et al. (2005) surveyed early- and mid-career extramural National Institutes of Health researchers, thus yielding 1,479 and 1,768 useable responses, respectively. Respondents admitted falsifying research data (0.3%), shirking human subject requirements (0.3%), using other’s ideas without permission or attribution (1.4%), failing to present contradictory evidence (6.0%), “overlooking others’ use of flawed data or questionable interpretation of data” (12.5%), and “changing the design, methodology or results of a study in response to pressure from funding sources” (15.5; Martinson et al., 2005, p. 737).

“Overall, 33% of the respondents said they had engaged in at least one of the top ten behaviours during the previous three years among mid-career respondents, this proportion was 38%; in the early-career group, it was 28%” (Martinson et al., 2005, p. 738). Anderson, Horn, et al. (2007) found that problematic behaviors (regarding data, methods, peer review, assignment of credit, and so on) were evident in both early- and mid-career National Institutes of Health scientists, and further, that depending on the method of ethics training and type of mentoring, the odds of occurrence of the self-reported problematic behaviors either decreased or increased, particularly in early-career respondents.

Thus, violations of the norms of the responsible conduct of research clearly go beyond the federal definition: “fabrication, falsification, or plagiarism in proposing, performing, or reviewing research, or in reporting research results” (Public Health Service, 2005, §93.103).

Approaches used to remedy this problem include (a) prevention through greater emphasis on quality over quantity of publications, as well as enhanced fairness of peer review (Martinson et al., 2006); (b) detection of fraudulent data through enhanced training and supervision, as well as through the use of statistical methods and technology (Al-Marzouki, Evans, Marshall, & Roberts, 2005; Parrish & Noonan, 2009); and (c) punishments “that fit the crime” (Redman & Caplan, 2005; Redman & Merz, 2008; Wenger et al., 1998).

In closing, research practices that represent significant departures from accepted norms are problematic for science. Different disciplines have different norms, and the publish-or-perish culture of science places enormous demands on scientists. Nevertheless, all investigators are responsible for maintaining high standards while proposing, performing, reviewing, and publishing research. All scientific professional bodies, universities, and the Office of Research Integrity are responsible for holding investigators accountable for their work. The Office of Research Integrity, policymakers, and scientists believe that prevention is the key to preserving the integrity of science, and “to have an effect on the broader research environment, education to promote research integrity must reach researchers at all levels” (Heitman, Anastidou, Olsen, & Bulger, 2005, p. 49; Vasgird, 2007; see also Minifie et al., 2011).

Summary

The purpose of this review of authoritative documents, insightful commentary, and empirical literature regarding publication practices and authorship, conflicts of interest, and research misconduct was to inform readers of the importance of RCR in all dimensions and stages of research. Regardless of one’s level of experience, integrity is essential while proposing, performing, reviewing, and publishing research. All who are involved in the research enterprise—at all levels—should be aware of and adhere to publication guidelines and conflict of interest policies and regulations, and to avoid practices that falsify, fabricate, or plagiarize, or otherwise violate the expectations of the scientific community as articulated by the requirements of academic institutions, professional/scientific societies, or journal publication boards. To act otherwise is to impair one’s reputation and livelihood, to harm an enterprise that is reliant on trust, and to impair the integrity of the scientific record.
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